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Outline of the lecture
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• Regression based methods, 1st part:

• Ordinary Least Squares (OLS)

• Predictions = forecast

• Global Trend Model

• Weighted Least Squares (WLS)
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General form of the regression model
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Outline of the lecture
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• Regression based methods, 1st part:

• Ordinary Least Squares (OLS)

•

•

•
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Ordinary Least Squares (OLS) 
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Observations (data):

OLS estimates (of the parameters) are found by 

minimizing the sum of squared residuals: 

(sometimes also called ”RSS”)
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OLS - model assumptions
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Errors must be assumed to all have the same variance 

and be mutually uncorrelated

Errors are ”i.i.d”
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OLS - model assumptions
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Errors must be assumed to all have the same variance 

and be mutually uncorrelated

Errors are ”i.i.d”
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OLS – variance of model errors and of parameters
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The General Linear Model (GLM)
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The General Linear Model (GLM)
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The General Linear Model (GLM)
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The General Linear Model (GLM)
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The General Linear Model (GLM)
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Matrix notation
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”Design 

  Matrix”
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Ex: Simple linear regression:

”Design 

  Matrix”
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OLS estimates for the general linear model
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OLS estimates for the general linear model
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Point estimate of parameters:

Or approximately:Variance of parameters:

Estimate of the variance of residuals:
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Properties of the OLS-estimator of a GLM
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Example in R
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Example in R
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Parameter estimates
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Example in R
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Parameter estimates

Predicted values
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Example in R
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Example in R
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Now we have estimated the parameters 

AND their standard error



DTUDate Title
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• Regression based methods, 1st part:

• Ordinary Least Squares (OLS)

• Predictions = forecast

•

•
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Prediction in the general linear model
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Prediction in the general linear model
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Prediction in the general linear model
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Prediction in the general linear model, continued
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Prediction interval for the predicted values:

Here                       refers to a percentile in the t-distribution with n-p degrees of freedom. 

If n-p is large, percentiles from the normal distribution can be used. 

In time series analysis: Prediction of future values = ”forecast”
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Example in R
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Lets make predictions 

(forecast) for the next 

10 years
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Example in R
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Example in R
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Example in R
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What do you think about the forecast?
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Example in R
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Here’s the actual ”test data”
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• Regression based methods, 1st part:

• Ordinary Least Squares (OLS)

• Predictions = forecast

• Global Trend Model

•
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Sneakpeak at “Trend Models”
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Trend models are:

- Linear regression models

- The independent variables are functions of time

- The reference time is often the latest timepoint instead of the ”origin”

- Notation is a bit different – the principle is the same

Today we will only talk about global trend models
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Sneakpeak at “Trend Models”

38

Trend models are:

- Linear regression models

- The independent variables are functions of time

- The reference time is often the latest timepoint instead of the ”origin”

- Notation is a bit different – the principle is the same

N refers to the ”latest” timepoint in the data – this is our reference timepoint (=”now”)

If we put j=0, we get the estimate ”now”

j = 1,2,3,… refers to future timepoints

The data available to estimate the model is the data from j = 0, -1, -2, -3, …
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Example in R
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Parameters:

Intercept (at ”year 0”): 

-373

Slope (per year):

0.19 



DTUDate Title

Example in R

40

Parameters:

Intercept (at ”year 0”): 

-373

Slope (per year):

0.19 

Parameters:

Intercept (at latest timepoint): 

5.11

Slope (per timepoint):

0.19 

Notice the change in x-axis!

Number of obs. in training data = N = 26c

Trend model setting:
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The linear trend model
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Example in R

42

”Design-

Matrix” 

changes

Vector of y-values 

stays the same
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Trend model, OLS estimates
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It is still an OLS regression model!

The notation is different
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Example in R
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Parameters:

Intercept (at latest timepoint): 

5.11

Slope (per timepoint):

0.19 

Estimating the parameters:
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Other trend models
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Trend model forecasting (“l-step predictions”)
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Example in R
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Predicting the future values

(here we predict for j = 1,2,3,4,5,6,7,8,9,10)
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Example in R
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Compute prediction intervals
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Why do all this ??
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Iterative updates
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Also iterative updates becomes smart, when we start doing local trend models (next week)
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Update the model,
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We get the next observation 

We want to shift the x-axis to the latest 

observation

And redo the regression line

And redo the forecast
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Updating the model
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L matrix examples
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L matrix examples
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L matrix examples
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Example in R
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Slight change from before:

5.11

0.19 
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Example in R
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Example in R
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Outline of the lecture
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• Regression based methods, 1st part:

• Ordinary Least Squares (OLS)

• Predictions = forecast

• Global Trend Model

• Weighted Least Squares (WLS)
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Weighted Least Squares (WLS) estimates
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Recall: OLS, minimizing the sum of squared residuals: 

Where we assumed the residuals have the same variance and are 

mutually uncorrelated. 
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Weighted Least Squares (WLS) estimates
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Recall: OLS, minimizing the sum of squared residuals: 

Where we assumed the residuals have the same variance and are 

mutually uncorrelated. 
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Weighted Least Squares (WLS) estimates
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Recall: OLS, minimizing the sum of squared residuals: 

Where we assumed the residuals have the same variance and are 

mutually uncorrelated. 

In WLS we assume the residuals can have different variances and 

be mutually correlated:

We minimize the weighted sum of squared residuals: 
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Weighted Least Squares (WLS) estimates
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How would weighting 

residuals make sense for 

this data?
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Weighted Least Squares (WLS) estimates
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How would weighting 

residuals make sense for 

this data?

Large variance 

    

Lower ”weight” 
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WLS estimates for the general linear model
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Maximum likelihood estimates
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WLS variance-covariance examples
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WLS variance-covariance examples
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WLS variance-covariance examples
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Example in R

70

Is it a good model?

We should inspect the residuals!
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Example in R
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Are the residuals normally distributed?

Is there a pattern in the residuals?
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Example in R
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We can also inspect the autocorrelations of the resilduals
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Example in R

73

The estimated parameters are slightly different
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Example in R
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Blue is WLS

Red is OLS from before
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Example from the book

75

Variance is larger for small angles

AND

Observations are correlated in time
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Next time
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- Combine weights (WLS) with trend models to make ”local trend models”

- ”Exponential smoothing”
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